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A B S T R A C T
A new writer adaption method based on incremental linear discriminant analysis (ILDA) is presented in this paper. We first provide a more general solution for ILDA and then present a Weighted ILDA (WILDA) approach. Based on ILDA or WILDA, the writer adaption is performed by updating the LDA transformation matrix and the classifier prototypes in the discriminative feature space. Experimental results show that both ILDA and WILDA are very effective to improve the recognition accuracy for writer adaptation, and WILDA outperforms ILDA. The proposed WILDA based writer adaptation method can reduce as much as 47.88% error rate on the writer-dependent dataset while it only has as less as 0.85% accuracy loss on the writer-independent dataset. It indicates that writer adaption using WILDA can significantly increase the recognition accuracy for the particular writer while having limited impact on the accuracy for general writers.
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1. Introduction

The ability to transcribe handwritten characters to a computerized text format is a great benefit to inputting, organizing and annotating data in various applications such as the input, storage and distribution of notes or messages [3,22,32]. The successes of products, such as PDA, smart cell phone, and Tablet PC, are the evidence that users have interest in such capabilities. However, the large variability of handwriting styles across individuals makes handwriting recognition a challenging problem. Although great progress has been achieved in the field of online handwritten Chinese character recognition (OHCCR) during the past 40 years [8,12,22,25,32], recent researches on unconstrained cursive online handwriting recognition show that this problem is far from having been completely solved. Jin et al. reported that for the recognition of 6763 categories of unconstrained handwritten characters from the SCUT-COUCH dataset [21], the best recognition accuracy was only 92.43% using the state-of-the-art feature extraction method plus linear discriminant analysis (LDA) classifier [5]. Wang et al. [39] reported that using a state-of-the-art recognizer for the classification of the samples from a new unconstrained online handwritten dataset CASIA-OLHWDB1, the highest accuracies achieved on average, 92.44% for 4037 categories and 92.91% for 3866 categories, respectively, were achieved, which are much lower than those reported on other previous databases, where the handwritten samples were much more regularly written (e.g., 98.56% on HCL2000 [24], 97.84% and 98.24% on Japanese Kanji [23]). On the other hand, the required recognition rate for the recognizer by ordinary users is very high. For example, tests with keyboard typing have shown that the writers tolerate random errors up to 1% while 0.5% is unnoticeable and 2% is intolerable [9]. All of these indicate that the unconstrained OHCCR problem is far from being completely solved, especially when using some recently available challenging datasets, such as SCUT-COUCH [21] or CASIA-OLHWDB1 [39].

One challenge of unconstrained OHCCR we face is that there are too many different writing styles to be handled when designing a general purpose handwriting recognizer. Writer-independent systems trained from examples require large training sets from many writers to deal with this variability, but it cannot yet achieve very high performance for unconstrained OHCCR [21,39]. In contrast, writer-dependent systems can be trained on a specific user's handwritten samples to achieve higher accuracy [33]. It is generally agreed that, for a given handwriting recognition task, a writer-dependent system usually outperforms a writer-independent system [38]. The writer adaption is the process of converting a writer-independent system learned from the writer-independent dataset to a writer-dependent system, which is turned for a particular writer using a specific incremental data. As the writer-adaptation is an online incremental learning process to learn the particular writing behavior and adaptively updating the classification model, we usually need an initial classification model trained on general-purpose writer-independent dataset and then conduct the adaptation learning processing. This adaption has the potential advantage of significantly increasing recognition accuracies for a particular writer, which is very useful for a real world application, such as building a high performance, writer adaptive (personalized) online handwritten character input.
method. In the past, a number of writer adaptation handwriting recognition methods have been proposed [3,7,16,20,33,38]. Szummer and Bishop [33] proposed a discriminative writer adaptation method through clustering the writing styles, training a set of corresponding classifiers and then choosing an appropriate combination of classifiers for a particular writer. Connell and Jain [3] proposed an adaptive online handwriting recognition model, where another writer-dependent model was used to identify the styles present in a particular writer's training data, and then these models are retrained using the writer's data. But the adaptation in this way depends on the correctly classifying users' writing styles by classification confidence. Vuori [38] proposed a simple prototype based adaptation system using k nearest neighbor (KNN) classifier. The whole adaptation consisted of three steps, i.e. adding new prototypes, deactivating confusing prototypes, and reshaping existing prototypes. Kienzle and Chellapilla [16] presented a personalized handwriting recognition approach by minimizing a regularized risk function of SVM. LaViola and Zelezink [20] proposed a practical technique of using a writer-independent recognizer to improve the accuracy of writer-dependent symbol recognizer based on the AdaBoost learning algorithm. Unfortunately, all these methods are designed for small scale handwriting recognition problem (for example, English letter, digit or symbol recognition), where the class number is relatively small; thus many of the adaptation methods are not practically applicable (such as SVM or AdaBoost based adaptation methods) for handling large datasets with many classes, such as Chinese handwriting recognition problem involving thousands of classes and hundreds of thousands of training/testing handwritten samples.

On the other hand, as a well known scheme for feature extraction and dimension reduction, linear discriminant analysis (LDA), also known as Fisher discriminant analysis (FDA), has been widely used in OULHCCR [5,22,24,25] and other pattern classification tasks [10,13,15,31]. The LDA seeks the best linear projections of data for discrimination, under the assumption that the classes have equal covariance Gaussian structure [6]. However, recent researches demonstrate that the classical LDA has some problems [34]. The first is heteroscedastic problem [27] that is the LDA models different classes with identical covariance matrices. Therefore, it fails to take account of any variations in the covariance matrices between different classes. The second is multimodal problem [11] that is the samples in each class cannot be approximated by a single Gaussian in many applications. Instead, a Gaussian mixture mode (GMM) [2] is required. However, the LDA models each class by a Gaussian in many applications. Instead, a Gaussian mixture model between different classes. The second is multimodal problem [11] that is the LDA models demonstrate that the classical LDA has some problems [34]. The third is class separation problem [19] which is to employ the GMM approach. Hastie and Tibshirani [11] combined GMM with LDA by directly replacing the original single Gaussian in each class by a Gaussian mixture model.

To deal with the class separation problem, Lotlikar and Kothari [28] developed the fractional-step LDA (FS-LDA) by introducing a weighted function. Loog et al. [26] developed another weighted method for LDA, namely the approximate pairwise accuracy criterion (aPAC). The advantage of aPAC is that the projection matrix can be obtained by the eigenvalue decomposition. Lu et al. [29] combined the FS-LDA and the direct LDA for very high dimensional problems. However, both FS-LDA and aPAC do not use the discriminative information in different class covariances. To reduce this problem, Tao et al. [36] proposed the general averaged divergences analysis framework by using geometric mean for subspace selection.

To deal with the SSS problem, many approaches have been proposed, such as pseudo-inverse LDA, PCA+LDA and regularized LDA [18]. In recent years, Ye et al. [40] proposed the two dimensional LDA (2DLDA). Motivated by the successes of the 2DLDA, Tao et al. [37] proposed the general tensor discriminant analysis (GTDA) to solve the SSS problems.

Although the LDA and its extensions have been widely used in pattern recognition field, the typical implementation of these techniques assumes that a complete dataset for training is given in advance and it is often beneficial to learn the LDA model from large training sets, which may not be available initially. This motivates techniques for incrementally updating the LDA model when more data become available [17,30]. Several incremental versions of LDA (ILDA) have been suggested [17,30,41], which have successfully been applied to online learning tasks such as the classification of data streams [30], face image retrieval [17] and face recognition [41].

Although a number of researches on writer adaptation or ILDA were conducted, the ILDA based writer adaptation handwriting recognition remains unexploited. Motivated by this problem, we investigate how to adapt a writer independent recognizer to make it writer dependent based on the incremental learning of LDA model under the LDA based OULHCCR classification framework for the first time in this paper. We first provide a general incremental learning solution for LDA, and then propose a weighted incremental linear discriminant analysis (WILDA) approach for writer adaptive handwriting recognition by taking into account the issue of uncertain number of incremental data for writer adaption in an online handwriting recognition application. Based on the incremental learning of the LDA model using ILDA or WILDA, the writer adaptation is performed by updating the LDA transformation matrix and the classifier prototypes in the discriminative feature space. Experimental results show that both ILDA and WILDA are very effective to improve the recognition accuracy for particular writers, and WILDA outperforms ILDA. The experimental results indicate that the writer adaption using the WILDA approach can not only significantly increase the recognition accuracy for the particular writers but also have limited impact on the accuracy for the general writers.

The rest of this paper is organized as follows. Section 2 presents a general solution for the ILDA algorithm, and then proposes a new weighted incremental linear discriminant analysis (WILDA) approach. Classifier design based on LDA and the writer adaptation based on ILDA/WILDA are given in Section 3. Section 4 presents the experimental results and discussion. Finally, the conclusions are summarized in Section 5.

2. Incremental learning of linear discriminant analysis (LDA) model

Pang et al. [30] proposed an incremental LDA for classification of data streams. However, the final solution of this method is too
2.1. Introduction to LDA

LDA [6] is a supervised learning method, which utilizes the category information associated with each sample. The goal of LDA is to seek directions for efficient discrimination through maximizing the between-class scatter while minimizing the within-class scatter. Mathematically speaking, the within-class scatter matrix $S_w$ and between-class scatter matrix $S_b$ are defined as

\[
S_w = \sum_{j=1}^{M} \sum_{i=1}^{N_j} (x_i^j - \mu_j)(x_i^j - \mu_j)^T
\]

(1)

\[
S_b = \sum_{j=1}^{M} N_j (\mu_j - \mu)(\mu_j - \mu)^T
\]

(2)

where $x_i^j$ is the $i$th sample of class $j$, $\mu_j = (1/N_j) \sum_{i=1}^{N_j} x_i^j$ is the mean of class $C_j$, $\mu = (1/N) \sum_{j=1}^{M} N_j \mu_j$ is the mean vector of all classes, $M$ is the number of classes, $N_j$ is the number of samples of class $j$, and $N = \sum_{j=1}^{M} N_j$ is the total sample number.

For LDA transformation matrix, $W_{lda}$ can be derived by maximizing the following objective function:

\[
J(W_{lda}) = \frac{W_{lda}^T S_b W_{lda}}{W_{lda}^T S_w W_{lda}}
\]

(3)

This solution can be shown to correspond to the generalized eigenvectors of the following equation:

\[
S_b W = \lambda S_w W
\]

(4)

If $S_w$ is a nonsingular matrix then the objective function of Eq. (3) is maximized when the transformation matrix $W_{lda}$ consists of $D$ generalized eigenvectors corresponding to the $D$ largest eigenvalues of $S_b^{-1} S_w$. [6]. In other words, by sorting the eigenvalues in descending order, we can then use the corresponding first $D$ eigenvectors to form the columns of the LDA matrix $W_{lda}$. In practical application, eigenvectors with low eigenvalues can be discarded to compress a high dimensional feature to a low-dimensional feature with an enhanced discrimination. Note that there are at most $M-1$ nonzero generalized eigenvalues, so an upper bound on $D$ is $M-1$.

2.2. A general solution for incremental LDA

The problem of Incremental LDA (ILDA) can be described as follows: when new samples are being presented, how can we update the corresponding LDA model parameters, including the class mean vector $m_i$, $i=1,2,...,M$, mean vector $m$ of all classes, within-class scatter matrix $S_w$, and between-class scatter matrix $S_b$. With these updated parameters, the new updated LDA transformation matrix $W_{lda}$ can be computed accordingly.

Suppose we have $L$ incremental samples $Y = \{y_i\} (i=1,...,L)$ in $P$ classes. Without loss of generality, we assume that $l_i$ of $L$ incremental samples belong to class $C_i$, ($i=1,...,P$). It is worthwhile to note that some of the class $C_i$ may be newly introduced classes. Let $m_i$ and $m^r$ represent the mean vector of class $C_i$ and all incremental samples, respectively, which are computed by

\[
m_i = \frac{1}{l_i} \sum_{j=1}^{l_i} y_j^i
\]

(5)

\[
m^r = \frac{1}{l} \sum_{j=1}^{l} y_j
\]

(6)

The incremental within-class scatter matrix $S_w^r$ and between-class scatter matrix $S_b^r$ of the incremental samples are given as follows:

\[
S_w^r = \sum_{i=1}^{l} l_i (m_i - m^r)(m_i - m^r)^T
\]

(7)

\[
S_b^r = \sum_{i=1}^{l} l_i (m_i - m^r)(m_i^r - m^r)^T
\]

(8)

Since some classes may or may not be updated by the new samples and some new classes containing only new samples may be introduced, the merged class set $\Omega$ can be therefore divided into three parts: updated class set $\Psi$, no updated class set $\Phi$, and newly introduced class set $\Gamma$. We assume the class number is updated from $M$ to $T$ ($T \geq M$, $T \geq P$), and the sample number of each class is updated as $N_j = N_j + l_i$, where $i=1,...,T$. It is obvious that, if $C_i \in \Phi$, $l_i=0$, and if $C_i \in \Gamma$, $N_j=0$. It can be easily derived that the updated mean $m_i$ for class $C_i$ is updated by

\[
m_i' = \frac{N_j m_i + l_i m^r}{N_j + l_i}, \quad i=1,...,T
\]

(9)

and the mean vector $m'$ of total samples is

\[
m' = \frac{N m + l m^r}{N + L}
\]

(10)

Then the updated between-class scatter matrix $S_b$ after incremental data has been presented as follows:

\[
S_b = \sum_{j=1}^{T} N_j (m_j' - m')(m_j' - m')^T
\]

(11)

The updated within-class scatter matrix $S_w$ is

\[
S_w = \sum_{j=1}^{T} \sum_{i=1}^{N_j} (x_i^j - m_j')(x_i^j - m_j')^T = \sum_{j=1}^{T} \Sigma_j
\]

(12)

where the training samples set is given by $X = \{x_1^{N_1} = \{x_1\}^{N_1} \cup \{y_i\}_{i=1}^{L} \}, \{x_1\}^{N_1} \cup \{y_i\}_{i=1}^{L}$, It can be derived (see [30] for details) that

\[
\Sigma_j = \sum_{i=1}^{N_j} (x_i^j - m_j') (x_i^j - m_j')^T
\]

\[
= \Sigma_j + \frac{N_j l_i}{(N_j + l_i)^2} (m_j' - m) (m_j' - m)^T
\]

\[
+ \frac{N_j l_i}{(N_j + l_i)^2} \sum_{i=1}^{l_i} (y_i^j - m_j') (y_i^j - m_j')^T
\]

\[
+ \frac{l_i (l_i + 2N_j)}{(N_j + l_i)^2} \sum_{i=1}^{l_i} (y_i^j - m_j') (y_i^j - m_j')^T
\]

(13)

The sum for the last three terms of Eq. (13) is rewritten as follows (see Proof A in the Appendix):

\[
\frac{N_j l_i}{(N_j + l_i)^2} (m_j' - m) (m_j' - m)^T
\]

\[
+ \frac{N_j l_i}{(N_j + l_i)^2} \sum_{i=1}^{l_i} (y_i^j - m_j') (y_i^j - m_j')^T
\]
\[
\begin{align*}
+ \frac{l_i l_j + 2N_j}{(N_j + l_j)} \sum_{j=1}^{l_i} (y_{ij} - m_j)^T (y_{ij} - m_j) \\
= \Sigma_j + \frac{N_j}{N_j + l_j} (m_j - m_j)^T (m_j - m_j) \\
\end{align*}
\]

From Eqs. (13) and (14), the updated within-class matrix \( \mathbf{S}_w \) can be rewritten as

\[
\begin{align*}
\mathbf{S}_w & = \sum_{j=1}^{\phi} \Sigma_j = \sum_{j=1}^{\phi} \Sigma_j \\
& = \sum_{j=1}^{\phi} \Sigma_j + \sum_{j=1}^{\phi} \Sigma_j + \sum_{j=1}^{\phi} \frac{N_j}{N_j + l_j} (m_j^w - m_j) (m_j^w - m_j)^T \\
& = \sum_{j=1}^{\phi} \Sigma_j + \sum_{j=1}^{\phi} \Sigma_j + \sum_{j=1}^{\phi} \frac{N_j}{N_j + l_j} (m_j^w - m_j) (m_j^w - m_j)^T \\
& + \sum_{j=1}^{\phi} \frac{N_j}{N_j + l_j} (m_j^w - m_j) (m_j^w - m_j)^T \\
& = \sum_{j=1}^{\phi} \sum_{j=1}^{\phi} \frac{N_j}{N_j + l_j} (m_j^w - m_j) (m_j^w - m_j)^T \\
& + \sum_{j=1}^{\phi} \frac{N_j}{N_j + l_j} (m_j^w - m_j) (m_j^w - m_j)^T \\
\end{align*}
\]

It is obvious that

\[
\sum_{j=1}^{\phi} \sum_{j=1}^{\phi} \frac{N_j}{N_j + l_j} (m_j^w - m_j) (m_j^w - m_j)^T = 0
\]

Using the conclusions of Eq. (16) in (15), the updated within-class matrix \( \mathbf{S}_w \) is finally given as:

\[
\mathbf{S}_w = \mathbf{S}_w + \sum_{j=1}^{\phi} \frac{N_j}{N_j + l_j} (m_j^w - m_j) (m_j^w - m_j)^T
\]

Once we have updated the between-class scatter matrix \( \mathbf{S}_b \) according to Eq. (11) and the within-class matrix \( \mathbf{S}_w \) according to Eq. (17), we can now get the updated LDA transformation matrix \( \mathbf{W}_{ld} \) by conducting the eigenvalue decomposition of \( \mathbf{S}_w^{-1} \mathbf{S}_b \).

Compared with the method proposed in [30], our approach provided a general solution for the ILDA. In [30], the solution was separated into two situations depending on whether the incremental data were sequence data or chunk data. Furthermore, in either situation, the solution was separated into two cases according to whether the new class is introduced or not. If the new class was introduced, the number of the new class must be 1. In contrast, our approach can solve all of the above situations using a uniform framework without restricting the number of newly introduced classes.

2.3. Weighted Incremental LDA for writer adaption for online handwritten Chinese character recognition

For the problem of writer adaption, the handwritten character samples of a particular writer serve as the incremental sample set \( Y = \{y_{ij}\}_{i=1} \) under the ILDA framework. From Eqs. (9)–(12) and (17), we can see that the performance of adaptation could be affected by the number of new samples used. In general, if the new samples of a particular writer for learning the ILDA model are sufficient, it can be expected that the updated ILDA model would give an improved accuracy for the specific writer, but may significantly decrease the accuracy for general writers. Otherwise, if the updating samples only make up a small proportion of the total training data for updating the LDA model, the performance improvement might not be so significant in such situation though the accuracy loss for the general writer may be very little.

However, in practical application, the amount of data that a particular writer provides is uncertain and various for different characters. On the other hand, we do not expect to make the adaptation to a specific writer’s handwriting style at the cost of losing too much generality for other writer styles or to have little improvement for a particular writer. In other words, a good trade-off between writer-dependent and writer-independent handwriting recognition is expected. To achieve the trade-off, we induce a weighted update mechanism to the ILDA.

Suppose we have \( l_i \) of \( L \) incremental samples belonging to class \( C_i \) \( (i = 1, \ldots, P) \), and the original training number of the class \( C_i \) is \( N_i \) with a weighted parameter \( r \) is introduced to compute the weighted within-class scatter matrix \( \mathbf{S}_w^r \) of the incremental samples defined as follows:

\[
\mathbf{S}_w^r = \sum_{i=1}^{L} Q_i \sum_{j=1}^{l_i} (y_{ij}^r - m_j^r)(y_{ij}^r - m_j^r)^T
\]

where \( Q_i = \begin{cases} r \times N_i & \text{when } N_i \neq 0, l_i \neq 0 \\ l_i & \text{when } N_i = 0, l_i \neq 0 \\ 0 & \text{when } l_i = 0 \end{cases} \)

Similarly, the updated mean vector \( \mathbf{m}_i^r \) of each class and the mean vector \( \mathbf{m}^r \) of total samples are modified accordingly as follows:

\[
\mathbf{m}_i^r = \frac{N_i \mathbf{m}_i + r N_i \mathbf{m}_i^r}{N_i (1 + r)} = \frac{\mathbf{m}_i + r \mathbf{m}^r}{1 + r}
\]

\[
\mathbf{m}^r = \frac{N \mathbf{m} + (r N) \mathbf{m}^r}{N (1 + r)} = \frac{\mathbf{m} + r \mathbf{m}^r}{1 + r}
\]

The updated weighted between-class scatter matrix \( \mathbf{S}_b^r \) is given as follows:

\[
\mathbf{S}_b^r = \sum_{i=1}^{L} Q_i (m_i^r - m_i)(m_i^r - m_i)^T
\]

where \( Q_i = \begin{cases} 1 & \text{when } N_i = 0 \\ N_i & \text{when } N_i = 0 \\ (1 + r) N_i & \text{when } N_i \neq 0 \end{cases} \)

It is worth noting that the WILDA approach is equal to the ILDA approach under the situation \( l_i = 0 \) or \( N_i = 0 \). Since no incremental samples are added to class \( C_i \) when \( l_i = 0, N_i = 0 \) means that the class \( C_i \) is a newly introduced class.

According to the above equations, the weighted within-class scatter matrix \( \mathbf{S}_w^r \) can be derived by updating (18)–(20) to Eq. (17) accordingly. Then the weighted ILDA transformation matrix \( \mathbf{W}_{ld} \) can be computed by conducting the eigenvalue decomposition of \( \mathbf{S}_w^{-1} \mathbf{S}_b^r \). We refer to this modified ILDA as WILDA in this paper.

In general, the parameter of \( r \) is for purpose of controlling the ratio of the partial training data, which are used for updating LDA parameters to the whole training data. In other words, larger weighted parameter \( r \), which indicates a larger proportion of writer-specific incremental data for updating the LDA model parameters, means that the WILDA model turned out to be much more adapted for a particular writer’s styles. This would result in higher recognition accuracy on the particular writer’s handwritten samples, but much more accuracy loss for the general writer, and vice versa. Therefore, the parameter of \( r \) should be carefully chosen to achieve a good trade-off between writer-dependent and writer-independent handwriting recognition.
Later in the experimental Section 4.5, we will design a set of experiments to see how this parameter influences the performance of writer-dependent dataset and writer-independent dataset.

3. Classifier design and writer adaptation based on ILDA/WILDA

Suppose there are \( M \) character classes \( \{C_i\}_{i=1}^{M} \), each modeled by a prototype, \( x_i = [m_i]^T \), where prototype \( m_i \) is a \( D \) dimensional vector in some feature space. We use \( \Lambda = [m_i]^M_{i=1} \) to denote the set of prototype parameters for the classifier. In this paper, we use the 8-directional feature extraction method proposed by Bai and Huo [1] to extract \( D_1 \) raw feature vector \( x \) for a given online handwritten Chinese character sample for which the original feature dimension is 512, i.e. \( D_1 = 512 \). The \( D_1 \) raw features are then transformed into a new feature vector \( y \) of dimension \( D \) in the LDA space by using a \( D_1 \times D \) LDA transformation matrix \( W_{lda} \), i.e. \( y = W_{lda}^T x \), where \( D \leq D_1 \). If \( D < D_1 \), the dimension reduction is achieved by the LDA. The diagram of our proposed writer adaptation for online handwritten Chinese character recognition using ILDA/WILDA is shown in Fig. 1, which consists of the training phase to train a general baseline classifier, the writer adaptation phase using ILDA/WILDA, and the classification phase.

In the training phase, suppose we have a training dataset \( \{x_i^n\}_{i=1}^{N} \), \( N \) of \( N \) training samples belonging to \( M \) classes, contributed by a large number of writers. The LDA transformation matrix \( W_{lda} \) is first learned using the training data, and then the class prototype \( m_i \) is given by

\[
m_i = \frac{1}{N_i} \sum_{j=1}^{N_i} W_{lda} x_i^{(j)} = W_{lda}^T x_i = W_{lda}^T m_i
\]

(22)

In the classification phase, the feature vector \( y \) in the LDA space is compared with each of the \( M \) character prototypes, and a discriminant function is computed for each class \( C_i \) as follows:

\[
g_i(x, \Lambda, W_{lda}) = -\min_i ||y - m_i^T|| = -\min_i ||W_{lda}^T x - m_i||
\]

(23)

The class that gives the maximum discriminant function is considered to be the recognized class, i.e.

\[
x \in C_k, \text{ if } k = \arg \max_i g_i(x, \Lambda, W_{lda})
\]

(24)

In the writer adaptation phase using the ILDA or WILDA approach, when new handwritten character samples of a particular writer are presented, the LDA transformation matrix \( W_{lda} \) is updated, respectively, through updating the between- and within-class scatter matrices according to Eqs. (12) and (17) for ILDA, and Eqs. (18) and (21) for WILDA, respectively. Then the classifier prototype parameter set \( \Lambda = [m_i]^M_{i=1} \) is updated according to Eqs. (19) and (22).

4. Experimental results

4.1. Data preparation and experimental setup

The benchmark dataset used in this paper comes from the SCUT-COUCH database. It is a revision of SCUT-COUCH2008 [21], which is now contributed by more than 168 participants. One characteristic of the SCUT-COUCH dataset is that all the samples were collected in a natural way without any guidance or constraint for the writing styles, therefore, some of the samples were written cursively. All characters were written in an unconstrained manner. This database is a comprehensive dataset composed of 8 subsets: GB1 (3755 level 1 GB2312-80) simplified Chinese character, GB2 (3038 level 2 GB2312-80) simplified Chinese character, traditional Chinese character (5041 classes), word (8888 classes), Pinyin (2010 classes), digit (10 classes), alphabet (52 classes) and symbol (122 classes). The SCUT-COUCH database is available at http://www.hcilab.net/data/SCUTCOUCH/.

Two subsets of SCUT-COUCH dataset are used in our experiments. One is the GB1 subset, which contains 168 writers’ samples of 3755 categories of Chinese characters, and the other is the Word8888 subset, which consists of 30 writers’ samples of 8888 categories of most frequently used handwritten words. Fig. 2 shows some typical handwritten Chinese character samples from the SCUT-COUCH GB1 subset and Word8888 subset. It is worthwhile to notice that a number of characters appear in different places of different words for many times, such as the character “我” appears in the words “我看” and “我爱” and “让我” and “给我”, etc. This indicates that when the Word8888 data were collected from a particular writer, the same character was written for many times in accordance with the context of the word corpus. Table 1 gives the statistics on the 36 most frequently reused characters to show the frequency of a character repeated in different words. Data collected in this way provide us with particularly realistic writer-independent incremental handwritten samples.

![Fig. 1. Diagram of the writer adaptive handwriting recognition system.](image-url)
Fig. 2. Some handwritten Chinese character samples from the SCUT-COUCH subset GB1 and Word8888: (a) 50 handwritten samples of three Chinese characters from SCUT-Couch GB1 subset and (b) the handwritten word samples contributed by three different writers that contain the corresponding three Chinese character "我" "能" "学", respectively.

Table 1
The statistics of the top 36 most frequently reused characters.

<table>
<thead>
<tr>
<th>Character</th>
<th>frequency of repetition</th>
<th>Character</th>
<th>frequency of repetition</th>
<th>Character</th>
<th>frequency of repetition</th>
<th>Character</th>
<th>frequency of repetition</th>
</tr>
</thead>
<tbody>
<tr>
<td>一</td>
<td>277</td>
<td>上</td>
<td>98</td>
<td>这</td>
<td>83</td>
<td>生</td>
<td>69</td>
</tr>
<tr>
<td>不</td>
<td>251</td>
<td>出</td>
<td>95</td>
<td>要</td>
<td>82</td>
<td>为</td>
<td>69</td>
</tr>
<tr>
<td>人</td>
<td>189</td>
<td>会</td>
<td>95</td>
<td>说</td>
<td>77</td>
<td>理</td>
<td>68</td>
</tr>
<tr>
<td>大</td>
<td>151</td>
<td>你</td>
<td>95</td>
<td>用</td>
<td>77</td>
<td>能</td>
<td>68</td>
</tr>
<tr>
<td>有</td>
<td>150</td>
<td>中</td>
<td>95</td>
<td>可</td>
<td>73</td>
<td>本</td>
<td>66</td>
</tr>
<tr>
<td>我</td>
<td>141</td>
<td>到</td>
<td>87</td>
<td>好</td>
<td>72</td>
<td>地</td>
<td>66</td>
</tr>
<tr>
<td>是</td>
<td>117</td>
<td>个</td>
<td>87</td>
<td>下</td>
<td>72</td>
<td>子</td>
<td>66</td>
</tr>
<tr>
<td>了</td>
<td>109</td>
<td>来</td>
<td>87</td>
<td>他</td>
<td>71</td>
<td>时</td>
<td>65</td>
</tr>
<tr>
<td>在</td>
<td>101</td>
<td>发</td>
<td>84</td>
<td>国</td>
<td>69</td>
<td>家</td>
<td>64</td>
</tr>
</tbody>
</table>
All of the handwritten word samples are manually segmented into isolated characters, which results in 2078 categories of 19,595 isolated Chinese characters, to form a new dataset which we name it as IncCouchDB. In other words, we have a general dataset that contains 168 sets of 3755 classes of GB1 Chinese character (we refer to it as CouchGB1 thereafter) and a writer-dependent incremental dataset IncCouchDB that contains 30 sets of 2078 classes within GB1 level Chinese characters. The two datasets do not share any common writers. The dataset CouchGB1 is used to train/test a baseline general purpose writer-independent LDA classifier, and then the incremental dataset IncCouchDB is used to train/test the Incremental LDA model for writer adaptation. It should be noted that in our experiments, new writers are introduced in the IncCouchDB dataset.

To build a general purpose classifier, we randomly select 134 (or 79.16%) sets of data from the CouchGB1 to build a writer independent baseline classifier, and then use the remaining 34 (or 20.84%) sets to test the performance of the baseline classifier, as well as to evaluate the influence after the adaptation has been conducted for specific writer. For each particular writer's handwritten samples from the IncCouchDB dataset, we randomly select 50% of the data in each category for learning the Incremental LDA model (ILDA or WILDA), and then use the remaining 50% data to test the writer adaption performance.

4.2. Baseline performance on CouchGB1 and IncCouchDB before writer adaption with different LDA dimension parameters

After the classifier is trained by the 134 sets of CouchGB1 data, its performance is evaluated on the remaining 34 sets of CouchGB1 data and on the new IncCouchDB dataset (30 sets). Table 2 shows the average recognition rate of the testing sample of data and on the new dataset. Table 3 shows the recognition accuracy on the dataset of IncCouchDB. Due to the limited length of the paper, we list only the accuracies for some typical writers, especially the writers whose samples are hard to be recognized.

From Tables 2 and 3, it can be seen that for CouchGB1 testing dataset, we can achieve as high as 94% top 1 recognition accuracy and 99.51% top 10 accuracy when $D=512$. However, for the 30 sets of IncCouchDB data, the top 1 and top 10 average recognition rates are only 82.77% and 96.18%, respectively. We can see that several sets of samples (#5, 13, 16, 18, and 22) are particularly hard to be recognized (with very low top 1 recognition accuracies). This may be because of large deformations and the unconstrained cursive styles of these handwritten samples. Fig. 3 gives some samples taken from them.

From Tables 2 and 3, it can also be seen that the recognition accuracies do not drop down significantly when the dimension of LDA space is reduced from 512 to 160 (as less as 0.17% and 0.05% for CouchGB1 and IncCouchDB, respectively). Therefore, in the following experiments, we set the dimension $D$ for the reduced LDA space as 160.

4.3. Performance on IncCouchDB after writer adaption using WILDA

From Table 3, we can see that the accuracy for the 30 sets of IncCouchDB is not good enough. This may be due to the fact that many of the writing styles of IncCouchDB are unseen in the training dataset. It is expected that through the incremental LDA learning on a part of specific writer training data, the baseline classifier is trained to be adapted to the writer. In this experiment, we update the LDA model using the incremental LDA algorithm on the IncCouchDB data. For each writer's handwritten data from the IncCouchDB dataset, one half the handwritten samples are

![Fig. 3. Some handwritten samples taken from #5, 13, 16, 18, and 22 of the IncCouchDB dataset.](image)
used as training data for learning the WILDA model, and then the remaining half samples are used to test the performance after the WILDA adaption.

The performance comparison between with and without adaptations on the IncCouchDB is given in Table 4 in which we set the incremental weighted parameter $r=0.5$ in this experiment. From Table 4, it can be seen that the recognition accuracies for all sets are improved significantly. In other words, the error rate is reduced dramatically. In general, the average top 1 recognition rate is improved from original 82.52% to 92.82% according to different values of $r$.

4.5. Performance comparison on IncCouchDB using WILDA with different weighted parameters $r$

This experiment is designed to examine the effect of different weighted parameters $r$ on the recognition performance. We set the parameter $r$ from 0.05 to 0.6, and the comparison of average recognition rate of the 30 sets in IncCouchDB dataset before and after adaptation is shown in Table 6.

Clearly, it is observed from Table 6 that our writer adaptation method using WILDA can significantly reduce the error rate for the 30 sets of writer-dependent dataset; meanwhile, the recognition accuracy is increased in accordance with the increase of the weighted parameter $r$. This is reasonable due to the fact that larger updating ratio $r$ means that the new writer dependent incremental data will have more contributions to updating the WILDA model, resulting in better performance of the corresponding updated classifier on the writer-specific data. From Table 6, it can be seen that when the updating ratio is 0.6, the recognition accuracy is improved from original 82.52% to 92.82%.

### Table 4

Performance comparison between with and without adaptations on the IncCouchDB.

<table>
<thead>
<tr>
<th>Writer #</th>
<th>Before WILDA (%)</th>
<th>After WILDA (%)</th>
<th>Error rate reduction (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Top 1</td>
<td>Top 5</td>
<td>Top 10</td>
</tr>
<tr>
<td>1</td>
<td>88.33</td>
<td>97.69</td>
<td>98.60</td>
</tr>
<tr>
<td>2</td>
<td>90.08</td>
<td>97.94</td>
<td>98.68</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>5</td>
<td>75.01</td>
<td>90.19</td>
<td>93.28</td>
</tr>
<tr>
<td>13</td>
<td>69.50</td>
<td>87.25</td>
<td>91.33</td>
</tr>
<tr>
<td>16</td>
<td>67.04</td>
<td>85.11</td>
<td>89.66</td>
</tr>
<tr>
<td>18</td>
<td>59.94</td>
<td>81.77</td>
<td>87.39</td>
</tr>
<tr>
<td>22</td>
<td>43.43</td>
<td>66.00</td>
<td>73.67</td>
</tr>
<tr>
<td>23</td>
<td>91.13</td>
<td>98.40</td>
<td>98.88</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>30</td>
<td>84.83</td>
<td>95.98</td>
<td>97.60</td>
</tr>
<tr>
<td>Average</td>
<td>82.52</td>
<td>94.21</td>
<td>96.13</td>
</tr>
</tbody>
</table>

### Table 5

Performance comparison of WILDA against ILDA on writer adaption.

<table>
<thead>
<tr>
<th>Adaptation method</th>
<th>Recognition rate (%)</th>
<th>Top 1</th>
<th>Top 5</th>
<th>Top 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without adaption</td>
<td>82.52</td>
<td>94.21</td>
<td>96.13</td>
<td>92.39</td>
</tr>
<tr>
<td>ILDA adaption</td>
<td>86.92</td>
<td>97.04</td>
<td>98.42</td>
<td></td>
</tr>
<tr>
<td>WILDA ($r=0.1$)</td>
<td>86.49</td>
<td>95.99</td>
<td>97.40</td>
<td></td>
</tr>
<tr>
<td>WILDA ($r=0.2$)</td>
<td>89.43</td>
<td>97.10</td>
<td>98.16</td>
<td></td>
</tr>
<tr>
<td>WILDA ($r=0.3$)</td>
<td>90.89</td>
<td>97.58</td>
<td>98.45</td>
<td></td>
</tr>
<tr>
<td>WILDA ($r=0.4$)</td>
<td>91.96</td>
<td>97.93</td>
<td>98.69</td>
<td></td>
</tr>
<tr>
<td>WILDA ($r=0.5$)</td>
<td>92.39</td>
<td>98.09</td>
<td>98.77</td>
<td></td>
</tr>
<tr>
<td>WILDA ($r=0.6$)</td>
<td>92.82</td>
<td>98.20</td>
<td>98.84</td>
<td></td>
</tr>
</tbody>
</table>

4.4. Performance comparison of writer adaption using WILDA against ILDA

This experiment is designed to examine the performance of writer adaption using the proposed WILDA algorithm against the ILDA algorithm. The experimental results on IncCouchDB dataset are given in Table 5.

From Table 5, it can be seen that by applying the ILDA writer adaption learning algorithm, the top 1 recognition rate is improved from 82.52% to 86.92%, while by applying the proposed WILDA writer adaption learning algorithm, it is improved to higher accuracies ranging from 86.49% to 92.82% according to different values of $r$. It can also be seen that when the weighted parameter $r$ is no less than 0.2, the recognition accuracy of the WILDA writer adaption approach is significantly higher than the ILDA approach. This clearly indicates that the proposed WILDA method is better than the ILDA method for writer adaption in the application of online Chinese handwritten character recognition.

4.6. Performance comparison on CouchGB1 using WILDA and ILDA

It seems that the recognition performance after using the ILDA/WILDA-based adaptation always achieves significant improvement
for all the writer-specific datasets in IncCouchDB. However, a question may be whether such kind of adaptation has dramatic negative impact on the general purpose writer-independent dataset CouchGB1. This is particularly an important issue to be taken for consideration, because we do not expect the adaptation to specific writer’s handwriting style at the cost of losing much generality for other writer styles. To examine how the writer adaption using the ILDA/WILDA affects the performance on general writer-independent dataset, the recognition results of ILDA/WILDA based writer adaptation approach on the general purpose writer-independent dataset CouchGB1 after the classifier has been updated using the specific user-dependent IncCouchDB have been demonstrated in Table 7. This table also shows how the parameter of $r$ influences the performance of the WILDA based adaptation approach on the writer-independent dataset CouchGB1.

As shown in Table 7, although the recognition accuracies for the general purpose dataset decrease after the adaptation, the loss is very small ($<3\%$), especially for ILDA and WILDA with small values of $r$. This indicates that the proposed writer adaptation methods can significantly reduce the error rate for writer-dependent dataset. In the mean time, it has little negative impact on a writer-independent testing dataset.

From Table 7, it can be observed that when $r < 0.4$, the accuracy loss on writer-independent dataset is much smaller ($<1\%$). When $r \geq 0.4$, the proposed method may lose more than 1% accuracy on writer-independent testing dataset. However, such quantity of loss is acceptable (less than 3% even for large updating ratio $r$). Comparing Table 6 with Table 7, it can be found that: (1) the improvement of recognition accuracy for writer-specific dataset is much more significant than the accuracy loss for general writer-independent dataset; (2) the larger the updating ratio $r$ is, the higher recognition accuracy is for writer-specific data, and the lower but acceptable recognition accuracy is for general writer-independent dataset; and (3) a trade-off should be found between the performance for a specific user dataset and that of the general dataset.

In a practical view, we suggest that the reasonable range of $r$ should be taken from 0.1 to 0.3. Under such settings, the proposed adaptation method can reduce about 20.44–46.35% error rate on the writer-dependent dataset while it has only less than 0.85% accuracy loss on the writer-independent general dataset.

5. Conclusion

Writer adaptation converts a writer-independent system, which is trained from the data contributed by a large group of writers, to a writer-dependent system, which is turned for a particular writer using a specific incremental data. This adaption has potential advantage of significantly increasing recognition accuracies for a particular writer, so it is very useful for a real world application, such as building a personalized online handwritten character input method. In this paper, a general solution for incremental linear discriminant analysis (ILDA) is presented, and a weighted incremental linear discriminant analysis (WILDA) method by considering the issue of uncertain number of incremental data for writer adaptation is proposed for online handwritten Chinese character recognition. Based on the incremental learning of the LDA model using ILDA or WILDA, the writer adaptation is performed by updating the LDA transformation matrix and the classifier prototypes in the feature space. From the experimental results on general purpose writer-independent dataset CouchGB1 and writer-dependent dataset IncCouchDB, we can draw the following conclusions:

(1) Both ILDA and WILDA are very effective to improve the recognition accuracy for different particular writers.

(2) The WILDA outperforms the ILDA for writer adaptation. The proposed WILDA method can reduce as much as 47.88% error rate on the IncCouchDB dataset while it only has as little as 0.85% accuracy loss on the CouchGB1 dataset when the weighted parameter $r$ is set to 0.3, showing the effectiveness of the proposed writer adaptation approach.

(3) One good property of our writer adaption approach based on WILDA is that it can significantly increase the recognition accuracy for the specific writer. In the meantime, it has little negative impact on the performance of general writers.
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Appendix

Proof A.

\[
\begin{align*}
\frac{N_l}{N_l+N_j} \sum_{i=1}^{l} (y_i^{(l)} - m^{(l)}_{y}) (y_i^{(l)} - m^{(l)}_{y})^T + \frac{N_j}{N_l+N_j} \sum_{i=1}^{j} (y_i^{(j)} - m^{(j)}_{y}) (y_i^{(j)} - m^{(j)}_{y})^T \\
+ \frac{1}{N_l+N_j} \left( \frac{N_l}{N_l+N_j} \sum_{i=1}^{l} (y_i^{(l)} - m^{(l)}_{x}) (y_i^{(l)} - m^{(l)}_{x})^T + \frac{N_j}{N_l+N_j} \sum_{i=1}^{j} (y_i^{(j)} - m^{(j)}_{x}) (y_i^{(j)} - m^{(j)}_{x})^T \right) \\
+ \left( \frac{l}{N_l+N_j} \sum_{i=1}^{l} (y_i^{(l)} - m^{(l)}_{x}) (y_i^{(l)} - m^{(l)}_{x})^T + \frac{j}{N_l+N_j} \sum_{i=1}^{j} (y_i^{(j)} - m^{(j)}_{x}) (y_i^{(j)} - m^{(j)}_{x})^T \right) \\
= \frac{\Sigma_{l}^{l} N_l}{N_l+N_j} (m^{(l)}_{y} - m^{(l)}_{x}) (m^{(l)}_{y} - m^{(l)}_{x})^T
\end{align*}
\]
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